WP/17/30
IMF Working Paper
by Yevgeniya Korniyenko, Magali Pinat, and Brian Dew
International Monetary Fund
Washington, D.C.
© 2017 International Monetary Fund | WP/17/30 |
IMF Working Paper
Strategy, Policy, and Review Department
Assessing the Fragility of Global Trade: The Impact of Localized Supply Shocks Using Network Analysis
Prepared by Yevgeniya Korniyenko, Magali Pinat, and Brian Dew1
Authorized for distribution by Vikram Haksar
February 2017
IMF Working Papers describe research in progress by the author(s) and are published to elicit comments and to encourage debate. The views expressed in IMF Working Papers are those of the author(s) and do not necessarily represent the views of the IMF, its Executive Board, or IMF management.
Anecdotal evidence suggests the existence of specific choke points in the global trade network revealed especially after natural disasters (e.g. hard drive components and Thailand flooding, Japanese auto components post-Fukushima, etc.). Using a highly disaggregated international trade database we assess the spillover effects of supply shocks from the import of specific goods. Our goal is to identify inherent vulnerabilities arising from the composition of a country’s import basket and to propose effective mitigation policies. First, using network analysis tools we develop a methodology for evaluating and ranking the supply fragility of individual traded goods. Next, we create a country-level measure to determine each country’s supply shock vulnerability based on the composition of their individual import baskets. This measure evaluates the potential negative supply shock spillovers from the import of each good.
JEL Classification Numbers: C38, F14, F10, F42, D85
Keywords: international trade, supply shocks, spillovers, network analysis.
Author’s E-Mail Address: ykorniyenko@imf.org; mpinat@imf.org; brian.dew@american.edu
ISBN: 24060-9781475584134
ISSN:2227-8885
DOI: 10.5089/9781475584134.001.A001
II. Supply Shocks and Their Consequences for Global Trade: A Review of the Literature
1. The three components of product fragility
A. Presence of central players
B. Tendency to cluster
C. International substitutability
2. Classifying overall product fragility
1. Descriptive statistics
2. Countries’ fragility and origins of risk
V. Validation of the Methodology
1. Case studies
A. 2011 Japanese earthquake and nuclear disaster
B. 2011 Thailand Floods
2. Cross-country past event validity of the index
VI. Conclusion and Potential Applications
Annex I. Technical details on the definition of components and the overall product fragility measure
Annex II. Descriptive statistics
Annex III. Fragility maps over time
Figures:
Fig. 1. Detection of the Presence of Central Players Using Network Analysis
Fig. 2. Detection of the Tendency to Cluster Using Network Analysis
Fig. 3. Industry Classification of Products Traded in 2014
Fig. 4. HS Classification by Section of Products Traded in 2014
Fig. 5. Importers of Risky Products, 2014
Fig. 6. Exporters of Risky Products and Risk of Supply Shock in 2014
Fig. 7. Network Analysis of Diesel Engines
Fig. 8. Macroeconomic Spillovers of Importing Risky Products from Japan
Tables:
Table 1. Top 10 Risky Import Products by their Value in Trade
Table 2. Selected Risky Products Exported by Japan in 2010
Table 3. Selected Risky Products Exported by Thailand in 2010
Table 4. Cross-Country Regressions
The IMF review of the role of trade (2015) identifies gaps in the current understanding of trade spillovers to the domestic economy: “The spillovers of trade examined are mostly macroeconomic and on the demand side (…). Supply-side shocks and their welfare effects could be studied.” The examination of global trade networks helps to fill this gap by explaining how localized supply shocks can be transmitted to other countries through trade and how these shocks can generate additional domestic disturbance for importer countries. Our methodology seeks to identify and measure supply shock spillover potential arising from fragility in the trade networks of individual goods.
Network analysis provides the foundation for our novel approach to studying supply shock risks in the highly interconnected global trade system. Network analysis of international trade allows exploration of the consequences of potential shocks that is not possible with either classical trade theory analysis at a country level, or bilateral analysis, such as gravity models. New evidence2 finds that highly interconnected countries and industries are more vulnerable to economic shocks. When a shock hits, countries with the most connected industries (or with industries heavily involved in the global value chain) are more likely to experience disruptions in production, in particular without concerted government efforts. At the same time, highly interconnected countries that produce easily substitutable goods are better positioned to withstand disruptions in trade3.
We assess the sensitivity of import baskets to potential supply shocks4 based on individual characteristics of the imported goods using network analysis tools. In this paper, we develop a methodology to evaluate riskiness, and apply it to 3578 product categories. In contrast to existing assessments of vulnerabilities and risks in global trade based on individual product characteristics (quality, cyclicality, complexity, etc.), our methodology breaks new ground by examining the network properties of individual goods. In particular, it underscores the riskiness arising from the presence of central players in the network of a product, from the tendency to cluster, as well as from low international substitutability.
The methodology identifies the most vulnerable products in global trade and tracking top exporters and importers of these products. This methodology also allows the benchmarking of potential import basket vulnerabilities against different countries, country groups, and across regions, and provides a new dataset for cross-country analysis.
The paper proceeds as follows: section II provides a review of the literature on localized supply shocks and their consequences for global trade, and on trade and network analysis. Section III sets the analytical framework, describes the three components of product vulnerability, and discusses the method of classifying a product’s overall fragility. Section IV describes and analyzes the results. Section V provides a validation of the methodology based on two case studies and a cross-country analysis. Potential applications and extensions of the research are discussed, and concluding remarks are presented, in section VI.
This paper contributes to the literature on international trade and networks. Recent research suggests that microeconomic shocks may be useful for explaining aggregate volatility. Analogously to Carvalho (2014), our idea is that the structure of a production network is key in explaining whether and how microeconomic shocks propagate throughout the economy and impact output5,6. Understanding the trade network structure can better explain the origins of aggregate fluctuations and how to prepare for and recover from adverse shocks that disrupt production. We study network characteristics of individual products to identify critical goods that can expose a country to a supply shock from abroad. Our results suggest that the transmission of various types of supply shocks through economic networks and industry interlinkages could have first-order implications for the macroeconomy.
First, our work refers to the consequences of a temporary disruption of inputs for the importing countries. Nguyen and Schaur (2012) find that firms that import goods channel foreign input prices volatility to the domestic market. Bergin et al. (2011) show that offshoring industries in Mexico experience fluctuations in employment that are twice as volatile as the corresponding industries in the U.S7. The development of Global Value Chains (GVCs) in the last two decades is key in understanding the consequences of supply shocks in an interconnected world. Carvalho, Nirei, and Saito (2014) examine firm level data before and after the 2011 Great East Japan Earthquake to quantify the spillover effect of exogenous shocks through the supply chain. Firms that were indirectly linked, even with two or three degrees of separation, were found to be affected, establishing that supply-chain linkages constitute a powerful transmission mechanism of otherwise localized shocks. The recent contributions of di Giovanni and Levchenko (2010) and Johnson (2014) show that comovement across countries is potentially the result of the international transmission of shocks through vertical linkages and input-output networks. We aim to go deeper in the understanding of why imports of specific goods from certain trading partners might be at the origin of volatility.
Our work next refers to literature on how trade is adversely affected by temporary negative supply shocks. A natural disaster such as a hurricane or earthquake, an armed conflict, or political turmoil can temporarily create negative supply shocks due to destroyed production facilities, disruptions in transportation, or reduced human capital. Delays to trade can additionally transmit negative supply shock effects8. Oh and Reuveny (2009) find a large and persistent impact of climatic natural disasters on trade, national income, and global economic welfare9. Besedes and Murshid (2014) examine the eruption of the Icelandic volcano, Eyjafjallajökull, and find that it negatively impacted exports from the affected countries to the U.S. and Japan. At the same time, Escaith et al. (2011) found that the effect of the earthquake in Japan in 2011 on global trade was relatively small and short-lived, despite the devastation in Japan10. In the same vein, conflicts and wars may reduce trade flows by raising costs to private agents of engaging in international trade and investment (Long, 2008; Blomberg and Hess, 2006). Martin, Thoenig and Mayer (2008) findings suggest that a year after a conflict a country’s trade is reduced by 25 percent relative to its trade in the absence of a conflict. Glick and Taylor (2010) study the effects of war on bilateral trade with available data extending back to 1870 and find that in war losses to neutral nations are of the same order of magnitude as losses to belligerents. Similarly, a number of empirical studies find an impact of political instability on individual sectors. For example, Muhammad et al. (2011) find evidence of a structural change in the import growth rate for Kenyan roses to the EU, after the 2007/08 post-election violence and political instability in Kenya, which is approximately equivalent to an 18.6% tariff. This paper aims to find a channel through which localized temporary supply shocks spillover to the global economy.
Lastly, the novelty of our work is in the use of network analysis tools to assess the fragility of global trade. Our approach based on seminal work of Newman (2005) that outlines network analysis tools and techniques including the clustering coefficient and Jackson (2010) who provides a useful guide to representing and measuring network structures and their implications. Recently network analysis tools have been used to analyze global trade. For example, De Benedictis, Nenci, Santoni, Tajoli, and Vicarelli (2014) use the BACI-CEPII database to identify various measures of local and global centrality at a product level. Nevertheless, and to the best of our knowledge, no paper is assessing the systemic risk of the country import basket using network analysis tools and detailed information on traded goods.
Our research uses detailed BACI bilateral trade data11, based on the harmonized system 2002 (HS2002) classification at the 6-digit level, for the period 2003-2014. In total, there are 5224 products and 223 countries and self-governed territories in the database. Final goods and consumption goods, defined using the UN BEC classification, are excluded from the dataset in order to focus exclusively on products that are used by other industries and have the potential for negative spillovers12. From 2007 onwards some countries started submitting data using only the HS2007 classification. The HS2002 and HS2007 classifications are merged using correspondence tables, and products with a match from multiple products to multiples products or from one products to multiple products are excluded13. Finally, we drop the two products that refer to the crude oil and refined oil category and the products that are not reported in all years of our sample14. Our sample shrinks to 3578 products after the cleaning process.
Using this database, we identify three characteristics that contribute to a product’s vulnerability to potential supply shocks: (i) the presence of central players; (ii) the tendency to cluster; and (iii) international substitutability. To our knowledge, we are the first to suggest this approach to identify risky products in global trade and to measure the vulnerability of a country import basket to supply shocks based on its’ composition. Motivated by this gap in the literature, the main aim of this paper is to construct a measure that is relevant for analyzing inherent vulnerabilities of countries’ import baskets using individual product characteristics
For each year and product in the sample, we calculate the fragility of the product based on the following three components:
The first characteristic identified as important for the analysis of risky products is the presence of central players in the network of traded goods. The presence of central players has a role in the extent to which microeconomic shocks explain aggregate fluctuations (Gabaix (2011))15. Using network analysis measures of centrality we identify products with exporters so integral that a shock to their supply may disrupt importers’ production. In network analysis terms, we are looking for a network that is represented by a star shape (Figure 1a), as opposed to a fully connected network (Figure 1b), as star-shaped networks are riskier from the importer point of view.
Figure 1. Detection of the Presence of Central Players Using Network Analysis
Notes18: Nodes with letters represent countries. The ties that link the nodes show the direction of a trade of a product (either exports/imports, or both). In panel A, the outdegree centrality of node A is equal to one, as country A is exporting to all the countries in the sample. In contrast, the outdegree centrality of countries B, C, D, E, and F is equal to zero, as they are exporting to zero countries out of the five possible. The standard deviation of this network is 0.45. In panel B, all of the countries are trading with all other countries in the network. All countries in this fully connected network have an outdegree centrality of one, so the standard deviation is zero.
The standard deviation of weighted outdegree centrality is used to measure the presence of central players16. First, the weighted outdegree centrality is calculated for each country in each product network. As detailed in Annex IA, weighted outdegree centrality measures the intensity of a country’s exports as a share of the total value of its partners’ imports of the product. Countries with many partners and with a high intensity of exports are more likely to generate negative spillovers in case of a negative supply shock. They are often characterized as influential. Star-shaped networks are characterized by the presence of few central players. The standard deviation of weighted outdegree centrality is calculated for each product network to measure the product’s tendency to have few very central exporters; the higher the standard deviation, more likely the star shape and the higher the potential risk17.
Another characteristic of a product network that increases potential spillover risk is the tendency of groups of countries to cluster—to trade more among each other than with the rest of the world19. Figure 2 demonstrates a network with the tendency to cluster. Risk emerges if a cluster is destabilized (for example, after a supply shock to its most central country) as the probability of importers in the cluster finding a new supplier is lower than in product networks where all countries are highly connected (networks with only one cluster).
Figure 2. Detection of the Tendency to Cluster Using Network Analysis
Notes: This network is a typical representation of a tendency to cluster. The weighted average of the local cluster is high (equal to one on a scale going from zero to one) and the diameter is equal to 12. Our measure for tendency to cluster for this particular product is then 1x12=12 (on a scale going from 0 to the maximum value of the parameter20).
As detailed in Annex IB, standard algorithms to detect clusters in the network analysis literature are not applicable to trade data. We use two characteristics from cluster analysis to detect products for which countries have tendency to cluster: the weighted average local clustering coefficient and the network diameter. The weighted average local clustering coefficient quantifies how close the partners of a country are to others. In other words, this captures the likelihood of the trade partners of a particular country for a particular good also trading the same good among each other. The higher the clustering coefficient the higher the tendency of countries to cluster.
The weighted average local clustering coefficient is then multiplied by the diameter of the product network. The diameter of a network is the size of the longest direct path–the maximum number of steps that separate the two most distant countries. If a country belonging to a cluster needs to find a new provider, it will be easier to connect to a country in a close cluster (i.e. a cluster already connected to other countries in the clusters).
The final component is the degree of international substitutability of the product. The idea is based on the assumption made by Paul Armington in 1969 that products traded internationally are differentiated by country of origin. As such, when a shock hits major suppliers the extent of spillovers will depend on the availability on international markets of substitutes for any affected goods. If there are no close substitutes in the short run, every user is affected by the disturbances at the source country21. Data on the Armington elasticity22 of each product is not available, therefore we proxy it with an indicator inspired by Revealed Factor Intensity (RFI) developed by Shirotori, Tumurchudur, and Cadot (2010). We are particularly interested in the level of human capital of each exporter country and its’ distribution for each product. In the case of a temporary supply shock, the importing country will look for alternative suppliers with similar characteristics to those who provided the temporally unavailable good. The “wider” the distribution of human capital of exporting countries, the more heterogeneous the available production methods are for a product. This heterogeneity complicates international substitutability, as a country’s substitute supplier must comply with its standard of production. Like the presence of influential players and tendency to cluster, low international substitutability adds to the vulnerability of imports23.
Identifying which products are risky at 6-digit disaggregation level can help to track importers’ vulnerability to supply shocks from abroad and exporters’ potential to originate important negative spillovers from natural disasters, political instability, and conflicts. The methodology classifies a product as risky if it scores high in each of the three components described in the previous section. To classify products in different groups we use cluster analysis (the k-median procedure) which is applied to the standardized scores to group the products into risk categories. From the partition exercise we obtain a cluster for which the value of each component is high: this group is defined as risky24,25. After categorizing products, the importers and exporters of risky products can be tracked by looking at the risky-product share of total imports or exports in a county’s trade basket.
The methodology described in the previous section is applied to the bilateral trade database for each year from 2003–2014 for 223 countries and territories. For each year, products are grouped into four levels of risk (see Annex IITable A.1.; group 4 is considered the riskiest). Over 2003-2014, an average of 655 products are classified in Group 4, and 421 products are consistently classified in Group 4 in each of the fourteen years of the sample (see Annex IITable A.2.). Table 1 presents the ten risky products with the highest global value of imports. Products identified as risky belong mainly to three broad sections: machinery and mechanical appliances (HS codes starting with 84 and 85), and transport equipment (HS codes starting with 87 and 88). Other sections that are overrepresented in Group 4 are pharmaceutical products (30), rubber articles (40), and precision instruments (90).
Table 1. Top 10 Risky Import Products by their Value in Trade
Notes: The products shown in the table are consistently classified as risky (cluster Group 4) over 2003-2014. The ranking is by their value in imports. The top 100 most imported goods constantly classified as the risky over time can be found in Annex Table A.2.
Comparisons of the set of risky products with the full sample by BEC industry classification (Figure 3) and 2-digit HS classification (Figure 4) are presented to assist in summarizing which products are identified as risky. The top bar in Figure 3 shows the total number of products for each industry in 2014 for the full sample of 3578 products, while the bottom bar shows only the products belonging to the risky group. Looking at Figure 3, we observe that processed industrial supply and capital goods are the categories of products most represented in global trade. Interestingly, the comparison between the top and bottom bars shows a different picture of the relative importance. The parts and accessories (P&A) of transport equipment represent only 3% of products in the full sample (top bar), but 6% of the risky products. In contrast, products in the processed industry category are under-represented in the risky group; the category comprises almost 60% of the full sample but only 37% of the risky group.
Figure 3. Industry Classification of Products Traded in 2014
Notes: Classification corresponds to the Broad Economic categories (BEC).
Figure 4. HS Classification by Section of Products Traded in 2014
Notes: Classification corresponds to the HS 2002 2-digit section classification.
To further analyze what kind of products are defined as risky, the classification by section is compared for the full sample and risky products’ group (Figure 4). Similar to Figure 3, the top bar of Figure 4 presents the section composition of goods in the full sample of 3578 products while the bottom bar shows the section composition of only the risky goods. Comparing both panels, we observe the overrepresentation of mechanical appliances and electrical equipment in the risky category. While their share is around 17% of the full sample, mechanical appliances and electrical equipment comprise more than 38% of the risky group. Precision and medical equipment is also overrepresented, claiming only 4% of the full sample but 11% of the risky products group.
After identifying products with fragile trade networks, we determine which countries are importing and exporting these risky products. The group of products identified as risky comprise on average 25% of total imports but with a large degree of variation by country (Figure 5). A high share of risky products indicates that a country is particularly vulnerable to spillover effects from supply shocks. In 2014, Chad imports the highest share of risky products (43.4%), followed by the Republic of Congo (39.4%), Gabon (38.9%), Equatorial Guinea (37.8%), and Turkmenistan (37.6%). Many countries with an above average share of risky imports have notably limited domestic economic diversification. Domestic production, consumption, and often transportation, is dependent upon, and therefore vulnerable to, foreign supply shocks of goods.
Figure 5. Importers of Risky Products, 2014
Notes: Latest data available is used for this map, 2014. Source: Authors’calculation based on BACI database.
A second set of countries import a high share of fragile network products due to their role in international supply chains. These countries import raw materials and intermediate products, add value domestically, and then export the assembled or final product for resale and consumption elsewhere. International supply chain countries with more than 30% of imports of fragile network products in 2014 include Mexico (37%), Hungary (36.2%), Romania (34.2%), Slovakia (34%), the Czech Republic (33.9%), Canada (31.5%), Germany (30.8%), and Austria (30.7%). While a supply chain participating country may not be importing a specific good for its domestic consumption, it is vulnerable to spillovers to its domestic labor supply from supply shocks to these imports. Likewise, a domestic disruption may be transmitted elsewhere through the trade network.
The lowest share of vulnerable products is held by the Bahamas (7.9%), followed by Liberia (9.8%), Somalia (12.7%), and Cyprus (13%). Major economies with a low share of fragile network products in their import baskets include India (13.2%) and Japan (16.6%), while Korea (17.6%) and China (21.2%) also have below average vulnerability according to our measure in 2014. The U.S. (24.9%), France (27.4%), and U.K. (23.9%) import baskets are near the mean.
While all countries import fragile products, exporters of such products are very concentrated. Each country’s share of world exports of risky products varies dramatically (Figure 6), with most countries exporting virtually none, and the G8 countries exporting 59.7% of the total. The U.S. exports the largest share (13.1%) of all fragile network products, followed by Germany (13%), Japan (8.6%), and China (7.9%). The remaining risky product exporters are all middle-income countries or higher. The African continent is represented among risky product exporters only by South Africa, Egypt, Tunisia, and Morocco, which combined export less than one percent of the world’s risky products. Importantly, many countries involved in international supply chains and highly specialized production are also therefore exporters of products that exhibit characteristics identified as risky. In 2014, Mexico exports approximately 3% of the world’s risky goods, Korea exports 2.4%, Austria and Switzerland each export 1.6%, Malaysia exports 1.5% and Thailand exports 1.2%.
Figure 6. Exporters of Risky Products and Risk of Supply Shock in 2014
Notes: Latest data available is used for this map: 2014, for the share of imports offragile products and 2015Q3 for country risks. Risks are displayed only if the information on the data for exports offragile products is available. The risk is considered high (and displayed on the map) if in the product is in the top third of the sample. Source: authors calculation based on BACI database and Maplecroft data.
As shown in our methodology, producers of fragile products can serve as origins of risk if the domestic production of exports is severely constrained. A temporary domestic shock, emerging from political events or from natural disasters, can thereby be transmitted to other countries through the trade of risky products.
Two complimentary approaches are taken to validate the methodology. First, the case of two recent events is studied (the 2011 Japanese earthquake and nuclear disaster and the 2011 Thailand floods). Business literature and media reports identify products that were temporarily unavailable due to the disaster and in some cases note a resultant disruption of production in other countries. Such products are matched in the data to assess the power of prediction of our index one year before a disaster. Next, a cross-country regression analysis estimates the impact on exports (as a proxy of impact on production emphasizing the risk of multiple steps of negative spillovers) of importing risky products from a country suffering a disaster.
On March 11, 2011, a magnitude 9.0 earthquake struck 70 km off the eastern coast of Japan. The earthquake and resultant tsunami killed and injured in total more than 21,000 people. Property destruction was enormous with 125,000 buildings totally collapsed and over one million damaged. Manufacturing facilities were damaged or destroyed in three prefectures of the country. The natural disasters were followed by electricity shortages which increased the affected zone and further exacerbated the effect on manufacturing. The economic toll was steep, with 2011 GDP growth figures 2 percentage points below their March 2011 forecast.
In the period following the earthquake, the economic effects of the disasters spread throughout the world through trade and global supply chains, particularly impacting the Asia region26. Damage to manufacturing in Japan had been amplified by the riskiness of several key products for which Japan plays a central role in world production. The following products were affected strongly by the disasters: diesel engines, power supply and aluminum capacitors, and LCD screens used in TV sets, notebook computers, smartphones, and tablets (See Table 2).
Table 2. Selected Risky Products Exported by Japan in 2010
Note: Column 1 of Table 2 present the HS2002 6-digit classification of products identified as having disrupted production in other countries after the 2011 disasters. The category of the product is described in columns 3 and the precise description of the good is shown in italics. Column 2 presents the level of risk found with our methodology, 4 being the highest risk category. Out of three products identified, the methodology categorizes two in the highest risk group one year before the event. Columns 4-6 present the standardized value of each component.
Exports of diesel engines by Japan decreased by nearly 20 percent in 2011, as manufacturers were not able to supply parts. A major French automobile manufacturer, for example, in turn delayed the launch of two car models and was eventually forced to source from another supplier. Our work identifies diesel engines as a risky product. This category of product is produced by “central players,” has clusters in the trade network (as shown in Figure 7, the Japanese cluster for diesel engines disappears entirely in 2011), are highly systemically relevant, and are not easily substitutable on international markets. The resultant choke point predicted by our methodology proved problematic for importers following the supply shock.
Figure 7. Network Analysis of Diesel Engines
Note: This Figure shows trade networks for product 840890 from the HS2002 classification – a category of diesel engines. We use the community detector of Rosvall and Bergstrom (2008) to show the evolution of the network for this product between 2010 and 2012. Countries are grouped by similarity of their trade matrix and the country with the highest Page Rank centrality is displayed below the node27. The bigger the share of trade of the countries in each group, the bigger is the node. Above some links, the share of total imports of the destination country from the country at the origin of the arrow is displayed (e.g., in 2010, the USA imports 46% of their diesel engines from Japan). On the top of some nodes, the value of imports is displayed (e.g., in 2010, the US had imported 2.8 billion US of diesel engine). The figure shows only the links that reflect the structure of the network. In 2010, Japan is a key player, exporting to both the US and Chinese clusters. In 2011, the year of the Fukushima accident, the Japanese cluster disappears. Korean cluster seems to reinforce exports to China, but not to the US. In 2012, the Japanese cluster is back and the network is more connected than before the earthquake. In 2011, a Belgium and Netherlands simple connection and Iran are omitted from the algorithm-generated graphic for simplicity of presentation.
Small parts can also cause disruption in production and carry outsized trade risks. Capacitors and resistors are critical to global electronics supply chains and Japan is a major producer of these products. Following the earthquake, prices of the tiny inputs increased, and in importer countries, production of various electronics and automotive parts that used the capacitors slowed. Aluminum capacitors are included in a product grouping with very similar risk characteristics to the diesel engines. An additional risky product, the LCD screens used in many modern devices, was affected by the disaster and has similar risk characteristics, but was not categorized as high-risk.
The 2011 monsoon season in Thailand brought severe flooding to 65 of Thailand’s 77 provinces, causing more than 815 deaths and 45 billion USD of property damage. Triggered by a tropical storm at the end of July, floodwaters spread throughout the northern parts of the country and through the Mekong and Chao Phraya rivers, eventually reaching Bangkok. Efforts made to protect the capital city from the floodwaters were successful to varying degrees.
Industrial estates and manufacturing facilities were badly flooded in many parts of the country, causing production and exports to be adversely affected. Literature on the economic effects of the floods mentions some specific products which had seemingly outsized consequences on global trade and supply chains. Three such products were hard disk drives, semiconductors, and pick-up trucks28. All three of these products are listed as risky according to our methodology; two of which display all three of the risky characteristics.
Thailand is the world’s second largest producer of hard disk drives, which serve as the “long-term” memory and file storage in desktop and laptop computers, tablets, and mobile devices. When factories which produce these hard drives were flooded, exports decreased, prices increased (almost doubling and remaining elevated for two years), and production of the electronic devices which use these intermediate goods slowed in many countries. Hard disk drives are a risky good according to our methodology, which exhibits particularly high levels of out degree centrality and clustering.
Flooding also damaged the manufacturing equipment used to produce semiconductors and pick-up trucks. Suspension of the production of pick-up trucks in Thailand has economic impact in Japan, whose automotive companies produce in Thailand, and in the countries from which source component orders are suspended. Similarly, suspended semiconductor production in Thailand slowed other countries’ production of goods for which semiconductors are an intermediate input. Semiconductors and integrated circuits are valuable exports for which Thailand is a fairly central player, and also register above average in three areas of trade risk (see Table 3 for the correspondence with our methodology).
Table 3. Selected Risky Products Exported by Thailand in 2010.
Note: Column 1 of Table 3 present the HS2002 6-digit classification of products identified as having disrupted production in other countries after the 2011 event in Thailand. The category of the product is described in column 3 and the precise description of the good is shown in italic. Column 2 presents the level of risk found with our methodology, 4 being the highest risk category. The methodology categorizes all of the products in the highest risk group one year before the event. Columns 4-6 detail the standardized value of each component.
In this last section we test the validity of the hypothesis that the more a country imports risky goods from a partner suffering a disaster, the more substantial the impact will be on the economy, and particularly to the countries’ export flows. To introduce the results of this section, we use the 2011 Japanese earthquake case study and its negative consequences on its trade partners. We show in Figure 8, the correlation between the reliance on risky products from Japan in 2010 and the exports growth in 2011. Figure 8 panel A plots real export growth in 2011 on the y-axis and the share of imports from Japan in 2010 on the x-axis. The relation is slightly negative and non-statistically significant. In panel B, x-axis is replaced by the share of imports of the risky goods from Japan, keeping y-axis unchanged. The relationship is even more negative and significant.
Figure 8. Macroeconomic Spillovers of Importing Risky Products from Japan
Notes: Equation of the fitted line is y = –50.4β – 22.2*** for panel A and y = –129.5**β – 23.5*** for panel B. Only countries for which Japan represents at least 2% of the total imports are displayed
Next, using a panel regression setting, the validity of these results for all countries and all available data is tested. We assess whether the measure of import riskiness has an impact on the export growth of a country, when one or more partner(s) country is suffering a localized supply shock in (t-1). More formally, we run a within-group estimation model for the period 2003-2014, at the country-year level:
where is the growth of exports’ volumes of country i in period t.
In the basic setup, we first control for changes in exchange rates using the natural logarithm of the real effective exchange rate (REER). Appreciation of the exchange rate in t-1 is negatively associated with export growth in period t. Next, we control for the year fixed effects (δi,t), and define εi,t as the error term of the model.
RMICt–1 is the share of total imports of products considered as risky by our methodology in period t – 1 from countries that suffer a large natural disaster in period t29. To assure the validity of our results, we also control for the share of total imports that is risky (RMi,t–1), and the share of total imports from countries suffering a disaster in t – 1 (MICi,t–1). We argue that importing risky products is not an issue as long as there is no disruption of supply. Also, we do not have a prior on the relationship between importing non-risky products from a country suffering a disaster and its impact on countries’ exports.
Data on total exports, total imports, and GDP comes from the IMF Balance of Payments Statistics (BOPS) database and are adjusted to constant prices using data obtained from the U.S. Federal Reserve Bank of St. Louis FRED database30. REER data is obtained from the World Bank and indexed to 2010. The BACI database is used in the construction of the country-level measure to calculate the share of products traded. Large natural disasters data is constructed based on the EM-DAT database, which collects data on natural disasters and their effects. Natural disasters include among others, hydrological (such as floods), meteorological (such as storms), and geophysical (such as earthquakes). We define a disaster as large by the damage it generates as a share of GDP. Specifically, disasters in the 90th percentile by damage are considered large; there are 112 such events during 2004-2014.
Table 4 presents the results of the within-group estimations. The coefficient associated with the REER, as expected, is negative, but not statistically different from zero; a higher REER (meaning appreciation of the currency) is negatively associated with export growth. The coefficient associated with total exports is negative and statistically significant, supporting a story of convergence in export flows, where the higher the level of exports, the lower the export growth rate. Next, the coefficient on the share of total imports in t – 1 of goods identified as risky in our methodology from a country suffering a large natural disaster in period t is negative and statistically significant at the 15% confidence level. A 1% increase in imports of risky products from a country suffering a natural disaster is associated with a 0.7%31 decrease in exports the year of the event. The estimated effect is potentially a low estimate of the overall economic impact for several reasons. First, the effects of RMIC are measured on total exports, not total production; estimation of changes to subsets of export flows (for instance excluding commodities and very raw products) would be more closely associated with the supply shock’s consequences on domestic production. It is also possible that portions of a negative supply shock are absorbed by the domestic input-output structure and domestic adjustments to demand, which is assumed to be constant in our model. Also, yearly trade flow data are used to keep a large sample of countries and an important disaggregation at the product level. As evidenced in case studies, a supply shock may be relevant for one or two quarters, but disappear for the rest of the year.
Table 4. Cross–Country Regressions
Notes: The dependent variable is the country annual export growth in t. Estimations report the results of a within-estimator regressions. Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.
To further confirm results, we control the regressions for the share of total imports that are risky and the existing level of trade before the natural disaster. As developed in the paper, importing goods classified as fragile by our methodology has potential adverse effects if and only if there is a disruption of the supply. Regression results confirm this statement: the coefficient associated with imports of fragile products from countries that do not suffer a natural disaster has no statistical significance in the model. Finally, we test the share of total imports in period t – 1 from a country that suffers a disaster in period t; the resultant coefficient is not statistically significant. Column 1 presents regression results for the full sample, while column 2 shows the same estimation applied to a sample which excludes observations corresponding to a country experiencing a disaster in (t-1). Table A3 in Annex III confirms the results under an alternative sets of controls.
Applying network analysis tools to evaluate and compare the global supply fragility of individual traded goods generates new insight into the supply-side risks of modern international trade. Anecdotal evidence of choke points in the global trade network correspond well with the risky products predicted by network analysis tools. Case study analysis provides some evidence of outsized domestic effects from import supply shocks to risky products (those with the most fragile networks). Using a highly disaggregated international trade database we examine variation in trade networks structure and use these differences in structure and estimates of international substitutability to identify the riskier products globally. We assess the results with a country-level measure of potential supply shock vulnerability based on the composition of countries’ individual import basket. This measure can be used to assess potential spillover effects of supply shocks from importing specific goods from specific countries. The methodology additionally can be applied to predict exporters’ potential to originate negative spillovers from natural disasters, political instability, and conflicts.
By exploring the individual characteristics of riskiness of individual goods, in addition to the overall measure, researchers and policymakers can investigate different dimensions of the fragility of an import or set of imports. Likewise, a country-level indicator can be a useful starting point for undertaking nuanced policy-relevant diagnostics and analysis and for identifying specific areas for reform or intervention. Over time, the methodology could be used to evaluate ongoing efforts to improve the resilience of trade to global shocks.
The suggested methodology has a number of potential applications, including (i) as a vigilance tool, (ii) as a tool to evaluate spillovers, and (iii) to assess policies. The country-level share of risky products in import basket can be supplemented by information on main exporters of risky products and the structure of domestic economy to evaluate respective vulnerabilities of countries over time. The data can be used to assess the potential impact of natural disasters or political shocks globally and by country. Maps and network graphs can be helpful in visualizing the spillovers.
Additionally, by increasing the sample to all goods, this methodology can be useful for identifying the potential impact of natural disasters on the supply and prices of consumer goods and raw materials, which is particularly important for low income countries and island countries.
There are several potential extensions to this new research, such as cross-country analysis (for example, the analysis of business cycles and localized supply shocks), analysis of interaction with the global value chain, and analysis of permanent supply shocks (technological progress). The same methodology can be used for the analysis of trade in services, FDI, and other financial instruments. Additionally, it can be a powerful tool for micro level research of firms or industries interconnectedness globally (through, for example, input-output tables).
A number of policy implications emerge from the analysis of risky products and countries vulnerabilities from importing them. As we demonstrate, better monitoring and more-detailed data provide a more robust understanding of the risks inherent in the modern global trade system. Such risks can be foreseen and mitigated by taking network effects of trade into account. For example, as discussed in this paper, shock spillovers can be mitigated by macroeconomic policies that influence the properties of the export-import matrices of individual countries by changing their in-and out-degrees, exposure to central players, tendency to cluster, and other network properties. Efforts to diversify suppliers of risky products might be desirable for some countries with highly concentrated imports. Countries may consider insurance mechanisms or policy instruments capable of mitigating domestic risk from trade in risky goods, such as building up strategic physical reserves of certain risky products (at a country or firm level), trade regulations (for example, tax incentives), and trade promotion agencies, each with the intention of mitigating market volatility while ensuring sufficient supply.
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Our methodology explores the trade network of individual goods. For each network, we use information on which countries export and import the good, and the annual value of exports for each resultant pair of countries. Using network analysis terminologies, countries are represented by nodes, and exports will be represented by directed ties linking a pair of nodes. Three network analysis measures are used in the paper:
Outdegree centrality is a network analysis tool to identify the most influential nodes within a graph. It is defined as the sum of ties that a node directs outward to other nodes as a share of the total number of other nodes. This measure is weighted (the value of the ties is taken into account) and follow the definition of Barrat et al. (2004). The mathematical formulation of the weighted centrality of each country for each product network is:
where is the weighted outdegree centrality of country i, n is the total number of nodes in the network, wij, the value of the exports of country i to country j, and 〈wj〉 the average value of j ‘s imports. Formally, 〈wj〉 is defined for each product by:
where kj is the number of nodes j imports from, and wij the value of the tie between j and i.
We use the standard deviation of outdegree centrality to measure each product’s risk arising from having a few very central exporters. Formally:
where is the average centrality of countries for product k.
To assess the tendency to cluster of a network of goods, we use two complementary measures:
The clustering coefficient measures the degree to which nodes tend to cluster together. The local cluster coefficient in the sense of Watts and Strogatz (1998) quantifies the tendency of the connected nodes of a country to form a clique, i.e. to trade together.
The local clustering coefficient CCi for a node i is given by the proportion of ties between i’s neighbor, divided by the maximal number of possible connections. In the non-weighted version, possible outcomes range from 0 (no connection among the partners of a country) to 1 (all the neighbor countries are connected). We first use the weighted extension proposed by Barrat et al. (2004). A value is assigned to each triplet in the network based on the arithmetic mean. Next, the sum of the value of each closed triplet in the neighbor of each i is calculated and divided by the sum of the value of the triplets.
Formally:
Where ki is the number of nodes connected to i, wij is the value of the tie between i and j, and 〈wi〉 is the average weight of ties connected with i:
The weighted local cluster coefficient calculates the contribution of each triangle, weighted by the arithmetic average of the two adjacent ties, to the average weight of all the connections of node i.
Note that the direction of the ties is taken into account in this measure.
The diameter of a network is the length of the shortest path between the most distant nodes, i.e. the length of the longest geodesic path. It calculates the number of steps necessary for a node to reach the furthest node in the network. This measure is directed (the direction of the ties matter) but not weighted.
The value of the component of tendency to cluster is then equal to:
The last component calculates the dispersion of human capital levels of countries exporting a good. The formulation is the following:
where is the level of human capital of country i exporter of product k. The “wider” the distribution of human capital of exporting countries, the more difficult it will be for a country to find a substitute supplier that corresponds to its standard.
To classify products into groups by riskiness we first normalize the values of the three components described in the Section III 1. by calculating z-scores for each component, year, and product:
where z(ckt), the z-score for component c, product k and year t is calculated as the raw score for each component, product, and each year, ckt, minus the average score for all products in that year, , divided by the standard deviation of the raw score, σ(ckt).
Next, cluster analysis (the k-median procedure) partitions products into mutually exclusive groups, based on their standardized scores for the three components. The algorithm seeks to maximize the variation between clusters and minimize the variation inside. To reach this goal, the algorithm iterates the minimization of the following equation:
where Xck is the value of the component c of product k, and is the distance between each product and the “center” of the cluster, in this case the median of the current product in the cluster.
After categorizing products, we can track the importers and exporters of risky products by looking at the risky-product share of total imports or exports in a county’s trade basket.
Table A1. Number of Products in Each Category Over Time
Notes: The table summarizes the frequency of products over time in the four risk groups, with group 4 being the riskiest. On average across years, 655 products are categorized in the riskier group (Group 4). Products which the algorithm fails to associate to a group are shown in the “non-classified” column.
Table A2. 100 Most Traded Risky Products During 2003-2014
Notes: Products are considered as risky if they constantly are classified in Group 4 during 2003-2014. Products are sorted by their relative importance in the world trade between 2003-2014.
1. Share of Total Imports of Fragile Products
Notes: Over time, the share of imports of risky products have increased in Latin America, Russia and Australia, and decreased in Europe and East Asia.
2. Share of World Exports of Fragile Products
Notes: Regions exporting risky goods are stable over time, and have become more concentrated in recent years.
Table A3. Complementary Regressions to Table 4
Notes: The dependent variable is the country’s annual export growth in t. Estimations report the results of within-estimators regression. Robust standard errors are in parentheses, with significance levels marked as follows: *** p<0.01, * * p<0.05, * p<0.1. Note that the coefficient associated with risky imports from impacted countries in column (6) to (12) are statistically significant at 15%. This table confirms the main results found in Table 4, using alternative sets of control variable. From column (1) to (10), the coefficient associated to the share of total imports that are risky and importing from a country suffering a disaster is consistently negative and always statistically significant with a 15% confidence interval. It is also remarkable that the share of total imports that are risky is never statistically significant, while the total imports from an impacted country is in general not statistically significant, and when it is (from column Ito 4) the coefficient is inferior clearly inferior to the share of risky imports from impacted country. Also, all the regressions control for the REER. The coefficient associated is consistently negative. Odd columns include the full sample of observations while even columns exclude observations of countries suffering a shock. Columns (1) and (2) control the basic regression for the volume of export growth one year before and the level of imports a share of GDP. The coefficient associated with the volume of exports growth is negative while the coefficient associated with the ratio of imports to GDP is positive. The signs of these coefficient are confirmed in columns (3) to (6). None of them are statistically significant. Column (7) and (8) presents results associated to the control of the regressions only by the REER. Results hold. Finally, columns 19) and 110) control for REER and the ratio of exports to GDP. The hiaher the relative importance of exports in the economy, the worse the impact on exports
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