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Housing is a quintessential non-tradable durable good, and the non-tradable sector has often been at the center of financial crises. Booms in the non-tradable sector fuelled by excessive credit expansions and overvalued exchange rates were at the core of the many banking and currency crises that emerging market economies experienced in the 1990s and early 2000s (Claessens, Kose, Laeven, and Valencia, 2013). A similar mechanism played an important role in the recent banking and external crises in southern Europe (Bruno and Shin, 2015). These crises were often triggered by external shocks, such as a reversal of capital flows associated with tighter financing conditions in the United States and other advanced economies. But they were amplified by falling collateral values that contracted households and firms’ borrowing capacity in a procyclical manner.
At the same time, over the past 20 years or so —in Asia and other emerging markets first, and in the United States and other advanced economies more recently—capital has been abundant and highly mobile, while the set of profitable investment opportunities has been limited. On this backdrop, policy makers worldwide have worried for some time now about the side effects of large and volatile capital flows. Indeed, while some blamed (at least in part) the United States housing and financial collapse on the glut of Asian saving that exerted downward pressure on US long-term interest rates, emerging economies in Latin America and Asia tended to blame excessive exchange rate appreciations, asset price bubbles and overheating on the monetary policy stimulus enacted by the United States in response to the global financial crisis.
In this paper we compare house price behavior in advanced and emerging economies using a new, quarterly data set on emerging market house prices that we assembled for this purpose. We first document a new set of stylized facts for emerging markets, showing that house price inflation tends to behave like consumption growth, which is non-tradable internationally to a significant degree. By comparison, equity prices behave more like GDP, which has a much larger tradable component. In particular, we show that in emerging markets house price inflation is higher, more volatile, less persistent and less synchronized across countries than in advanced economies. We also show that house price inflation is more correlated with capital flows in emerging countries.
Led by this latter fact, we then build an empirical model of house prices and capital flows in which we can identify an exogenous change to a specific component of total gross flows, i.e. “global liquidity”. Global liquidity, which we interpret in a broad sense as the international supply of credit, was a quantitatively sizable portion of total cross-border flows in the run up to the global financial crisis (Bruno and Shin, 2015). Although its share of total flows fell after the crisis (Shin, 2013, Ahmed, Curcuru, Warnock, and Zlate, 2014), it remains closely associated with debt flows and international financial conditions more generally (Rey, 2013).
In this model we identify a global liquidity shock by aggregating bank-to-bank cross-border credit flows across all sending and receiving countries in our sample and by using the external instrumental variable approach of Stock and Watson (2012) and Mertens and Ravn (2013).1 By aggregating cross-border lending across all sending and receiving countries we rule out that country-specific factors affect it within a quarter. By using the external instruments identification approach, we can rule out that demand factors that are common among all countries in the sample may affect the aggregate measure.
The estimation results show that a global liquidity shock affects house prices, consumption, and the current account in emerging economies much more than in advanced economies. These effects are also associated with a weaker interest rate and exchange rate response in emerging markets.
In an attempt to interpret our empirical findings, we finally explore the role of collateral valuation effects linked to house price and exchange rate changes. In general equilibrium models of housing and the macroeconomy —see for example Iacoviello (2005), Monacelli (2009), and Liu, Wang, and Zha (2013)—collateral constraints can amplify the response of consumption and investment to ordinary business cycle shocks. Shocks, via their impact on house prices, affect the value of collateral and in turn determine the borrowing capacity of households and firms. The real exchange rate plays a similar role in the partial equilibrium model of global liquidity of Bruno and Shin (2015) and in general equilibrium models of balance sheet effects (e.g., Cespedes, Chang, and Velasco, 2004, 2012, Gabaix and Maggiori, 2014).
To accomplish this, we re-estimate the effect of the same global liquidity shock, but keeping either house prices or the exchange rate constant in the model. When we hold house prices constant, in the case of advanced economies, the main difference between the baseline and the counterfactual is the consumption response to the shock; in the case of emerging economies, instead, the main difference is the exchange rate and the current account response. In addition, when we close the exchange rate channel, we find that house prices become more stable in emerging markets, while they become more volatile in advanced economies.
We interpret this evidence as suggesting that house price movements amplify the response to global liquidity shocks in both advanced and emerging economies, but possibly through different mechanisms. In advanced economies, arguably by boosting the value of housing collateral and hence supporting more household borrowing as predicted by the housing models with domestic borrowing constraints mentioned above; in emerging markets, by generating a lower default risk and a more appreciated exchange rate that support the international borrowing capacity of the economy.
The paper relates to several strands of literature. A few papers focused on house prices behavior over the business cycle. Andre (2010) and Hirata, Kose, Otrok, and Terrones (2012) document the cyclical behavior of house prices and their relation to the macroeconomy for advanced economies. Igan and Loungani (2012), Claessens, Kose, and Terrones (2012), and Cesa-Bianchi (2013) also consider emerging markets in their analyses. Unlike the previous literature, we compare advanced and emerging economies systematically by using samples of comparable country size and quarterly data over a period covering both the emerging market crises of the 1990s and the global financial crisis.
A second strand of literature has explored the relation between capital flows and house prices in an attempt to gauge the role of the so called “global external imbalances” during the global financial crisis. Using data for advanced economies, Laibson and Mollerstrom (2010), Favilukis, Kohn, Ludvigson, and Nieuwerburgh (2012), Adam, Kuang, and Marcet (2012) and Ferrero (2012) provide evidence of a robust association between real house price appreciations and a widening of the current account deficit. Similarly, using a panel data of both advanced and emerging economies, Aizenman and Jinjarak (2009) find that lagged changes in current account deficits are associated with an appreciation of real house prices. Gete (2009) and Sa, Towbin, and Wieladek (2014) investigate the causal link from the current account and capital flows to house prices in VAR models for advanced economies. Relative to this strand of literature, not only we compare systematically advanced and emerging economies, but we also suggest a novel approach to identifying a capital account shock. Indeed, as far as we are aware of, this is the first application of the external instrumental variable approach to a capital flow shock.
The paper also relates to the ongoing debate on the side-effects of (and prospective exit from) exceptionally loose monetary policies that advanced economies enacted in response to the global financial crisis. Landau (2013) stresses the importance of understanding the consequences of advanced economies’ monetary policies on cross-border movements of liquid assets, which are driven more and more by global risk appetite and, to a lesser extent, by interest rate differentials. Similarly, Rey (2013) highlights the impact of monetary policy in the United States on the nature and the direction of international capital flows which, in turn, affect credit conditions and asset price behavior. Relative to these studies, we build an empirical model of global liquidity and investigate the impact of an exogenous change in such a variable on both house prices and the broader macroeconomy.
The rest of the paper is organized as follow. Section 2 describes our new data set. Section 3 compares house price characteristics in the two group of countries. Section 4 looks at the association with the broader macroeconomy and capital flows in particular. Section 5 discusses the concept of global liquidity and its links to house prices. Section 6 explores the causal link from global liquidity to consumption and house prices in a panel VAR model. Section 7 discusses and tries to interpret our empirical findings by means of a simple counterfactual exercise. Three appendices report additional information on the data and the details of the analysis.
A contribution of the paper is the construction of a new, quarterly house price data set for 33 emerging markets with a minimum coverage from the early 2000s to 2012:Q4 for all countries except Mexico and Morocco, thus providing house price series with at least 40 observations.2 This information is combined with data for 24 advanced economies from the OECD house price database. Therefore, the data set that we will use in the analysis covers 57 countries and more than 95 percent of world GDP.3
Our new data set on emerging economies uses information from the OECD house price database, the BIS property price data set, the Federal Reserve of Dallas international house price database, national central banks, national statistical offices, and academic and policy publications on housing markets.4 Relative to its main building blocks —i.e., the OECD, the BIS, and the Federal Reserve of Dallas data sets—we extend the time coverage of 12 series and include 9 additional country indices. Specifically, we extended the existing series for China, Estonia, Hong Kong, Hungary, Indonesia, Lithuania, Malaysia, Philippines, Poland, Slovakia, Slovenia, and Thailand; and we collected data for Argentina, Brazil, Chile, Colombia, Czech Republic, India, Serbia, Taiwan, and Uruguay. In the process, we also extended the coverage for three advanced economies, namely Austria, Greece, and Malta.
The coverage of existing indices is extended by extrapolating backward newer series with historical data. For countries for which there exists a quarterly house price index, we extrapolate backward with the growth rate of the historical series. To make sure that the two series are comparable we use any overlapping period to evaluate the extrapolation.5 For a few countries for which there exists only an annual index, we first interpolate the annual data, and then extrapolate backward the quarterly series. To interpolate annual data, we simply assume that house prices grow at a constant rate within the year.
The resulting data set is an unbalanced panel of 57 quarterly time series with varying coverage from 1990:Q1 to 2012:Q4. Figure 1 provides a visual impression of the data coverage. The top panel describes advanced economies (AEs). The bottom panel describes emerging markets (EMs). The darker areas reflect the coverage of the OECD, BIS and Dallas FED data sets. The lighter areas represent either additional countries or series extended backward over time with quarterly data. The lightest areas refer to series extended backward with annual or semi-annual data. As we can see, with the only exception of Iceland, all advanced economies are covered from 1990.6 The coverage for emerging market economies is more varied, with 10 countries starting in the 1990 (compared to 23 AEs), a few more countries starting in mid-1990s, and only 3 countries with less than 40 quarterly observations.
Figure 1 Real House Prices – Data Map. The chart shows the time coverage of country-specific house price series in our dataset, with different colors depending on the source of the data used. Dark blue cells are OECD, BIS or Dallas FED international quarterly house price data; medium blue cells are other sources at quarterly frequency; light blue cells are other sources at annual or semi-annual frequency. The legend for the country codes is as follows: Argentina (ARG), Australia (AUS), Austria (AUT), Belgium (BEL), Brazil (BRA), Bulgaria (BGR), Canada (CAN), Chile (CHL), China (CHN), Colombia (COL), Croatia (HRV), Czech Republic (CZE), Denmark (DNK), Estonia (EST), Finland (FIN), France (FRA), Germany (DEU), Greece (GRC), Hong Kong (HKG), Hungary (HUN), Iceland (ISL), India (IND), Indonesia (IDN), Ireland (IRL), Israel (ISR), Italy (ITA), Japan (JPN), Korea (KOR), Latvia (LVA), Lithuania (LTU), Luxembourg (LUX), Malaysia (MYS), Malta (MLT), Mexico (MEX), Morocco (MAR), Netherlands (NLD), New Zealand (NZL), Norway (NOR), Peru (PER), Philippines (PHL), Poland (POL), Portugal (PRT), Russia (RUS), Serbia (SRB), Singapore (SGP), Slovakia (SVK), Slovenia (SVN), South Africa (ZAF), Spain (ESP), Sweden (SWE), Switzerland (CHE), Taiwan (TWN), Thailand (THA), Ukraine (UKR), United Kingdom (GBR), United States (USA).
The specific definition and the sources of our house price indices are listed in Appendix A. As it is well known, unfortunately, available house price indices do not follow a harmonized definition and methodology. As a result they are very heterogeneous. Even within the OECD house price database, for instance, indices may differ along a number of dimensions. In our data set, some series are median while others are averages prices; most series are not quality adjusted; some refer to nationally representative type of properties while other are for specific property type; some may refer to transaction prices while others are valuations or offer prices; some refer to new houses and others to all sales. Importantly, some series are national indices, while a few are indices for a major city.
Controlling for this heterogeneity in our analysis of the data is a difficult task. We note however that, in the few instances in which we have both national house price indices and their individual city components (i.e., for the United States, Canada, Australia, and the United Kingdom), or more granular information on different type of properties within a given city (i.e., London, Moscow, Geneva, Paris, Hong Kong, Singapore, Beijing, Shanghai, Sydney, and Tokyo), we find a relatively high correlation among the different indices within a country or a city. Thus, to the extent to which domestic housing markets are driven by common country factors, using a particular house price indicator to study the relation between housing and the macroeconomy should be less problematic.
In this section we compare some time series properties of our house price indices in advanced (AEs) and emerging market economies (EMs). Throughout the analysis, we will focus on real house price inflation.7
Table 1 reports key statistics for the log-difference of real house prices, real equity prices, real private consumption, and real GDP for the two group of countries.8 The statistics are computed country by country, over the longest period available for both equity and house prices, starting in 1990:Q1. Thus, the sample period for this exercise is 1990:Q1–2012:Q4. We then average across countries within each group. We report average, median, standard deviation, auto correlation, and pairwise correlation.9
Table 1 Summary Statistics (1990-2012)
Note. Averages of country-specific statistics within group. All variables are in log-difference and seasonally adjusted. House prices and equity prices are deflated with CPI (also seasonally adjusted). Real private consumption and real GDP are from the national accounts. Sample period is longest series available for house prices since 1990:Q1.
House price inflation is higher, less persistent, and much more volatile in emerging markets than in advanced economies. Over the period 1990–2012, real house prices grew 2.8 and 1.6% per year in AEs and EMs, respectively. This is consistent with the faster growth of output and consumption in emerging economies. Like consumption, which has a significant non-tradable component, house prices in EMs are more than twice as volatile as in AEs, at about 5% per quarter. GDP and equity prices are also more volatile in EMs than in AEs, but not to the same extent. To see it in another way, note that house price volatility is about a third of equity price volatility in EMs, but it is only about a fifth of it in advanced economies. The persistence of house price inflation and consumption growth is much lower in EMs and it is comparable to that of equity prices. GDP and equity prices, in contrast, are more or less equally persistent in the two groups of countries.
Table 1 also reports a measure of synchronization across countries, the pairwise correlation.10 This statistics shows that house price inflation is not synchronized across countries. Again, their pairwise correlation is comparable to that of consumption, both in advanced and emerging economies, and is much lower than that of equity prices or even GDP, pointing to the relatively less tradable nature of housing as an asset class. In emerging markets, synchronization is even lower than in advanced economies.11
These stylized facts are robust to changing the sample in a number of ways. As we show in Appendix B, they remain essentially unchanged if we drop the crisis period from 2007:Q1 to 2012:Q4 (Table B.1), if we drop all the interpolated data from the analysis (Table B.2), or if we change the starting date of the analysis to 1995 (Table B.3), the same starting point for our conditional analysis of the data in the second part of the paper.
Figure 2 provides a visual characterization of the house price cycle in the two groups of economies. It plots the average real house price inflation across countries (solid line) over the period 1990:Q1–2012:Q4 together with the 25/75 interquartile range (shaded area). This is a simple way to estimate a common factor in our unbalanced panel of house price series (see for instance Forni and Reichlin, 1998, Pesaran, 2006). Superimposed is also a 5-year moving average of the common factor (dashed line) to smooth shorter-run fluctuations.
Figure 2 Real House Price Inflation. The solid lines are cross-country averages of the quarter-on-quarter growth rate of real house prices. The shaded areas represent the cross-country 25/75 interquartile range. The dashed lines are rolling 1-year moving averages.
The picture shows that the two house price inflation cycles display little commonality over this period. The chart also shows how much more volatile house prices are in EMs, and how in general the cycle in AEs seems to anticipate that in EMs. The global expansion that started in 1985 peaked in 1989-1990 in advanced economies, while it lasted until 1994-95 in emerging markets.12 Subsequently, emerging markets went through a prolonged period of declining house price inflation —and even deflation—that ended only in the early-2000s, a period in which emerging economies experienced numerous financial crises. Coincidentally, the end of the boom in emerging markets was preceded by a sudden tightening of US monetary policy and an international capital flows reversal which led to the Mexican “Tequila” crisis in December 1994. In contrast, a very gradual but persistent acceleration of house price inflation started in advanced economies in the mid-1990s, spreading to emerging markets in the mid-2000s, and ending only in 2005-06 with the global financial crisis. The two cycles moved in closer sync since mid-2000.
We now turn to the co-movement between real house prices and selected macroeconomic and financial variables. We compute the cross-correlation between real house prices and other variables as follows:
where HPit is the quarterly growth rate of house prices in country i, xi,t is the relevant macroeconomic or financial variable in country i, and n is the lead or lag. We consider real GDP, real private consumption, real equity prices, the real effective exchange rate (with an increase denoting an appreciation), CPI inflation, the short-term nominal interest rate, the current account to GDP ratio, and the stock of total cross-border banking flows (all instruments to banks and non-banks). House prices and all xi,t variables are in log-differences, except interest rates and the current account to GDP ratio, which are in simple differences. The correlations are computed country-by-country and then averaged within groups. The 25/75 interquartile range (shaded area) reflects the group heterogeneity. The sample period is the longest available, starting in 1990:Q1.
Figure 3 reports these statistics. Advanced economies are plotted in panel (a). Consistent with the available evidence, house prices are strongly procyclical (Igan and Loungani, 2012). The correlation with GDP is positive at all leads and lags and the strongest contemporaneously and with one lead, with a value of about 0.3. Consumption is associated even more tightly with house prices, with a contemporaneous correlation close to 0.4. Equity prices changes are also associated with house price increases with significant leads and lags.
Figure 3 Cross-correlations. Each dot is the cross-country average of the correlation between real house price inflation and the corresponding variable at its lead or lag. The shaded areas represent the cross-country 25/75 interquartile range. All variables are in log-difference except interest rates and current account to GDP which are in simple differences. Sample period is 1990:Q1-2012:Q4.
A consumer price inflation decline seems to follow an increase in house price inflation increase, with a contemporaneous value of about –0.2, perhaps capturing an association between falling inflation and house price booms in the late 1990s and early 2000s. More intuitively, house price inflation leads consumer price inflation. House price inflation also leads interest rate increases. In particular, house price inflation leads changes in the same direction in nominal short-term interest rates by three to four quarters. Of course, we cannot infer any causal relation between the evolution of house prices and short-term interest rates (and, ultimately, monetary policy) from these correlations. However, they show that house price inflation is procyclical and leads inflation and interest rate changes (the latter, with a slightly stronger coefficient) by a few quarters: a set of co-movement that is consistent with a monetary policy authority reacting countercyclically to output and inflation (see Ahearne, Ammer, Doyle, Kole, and Martin, 2005, for example).
The correlation with the external sector of the economy are more stable and statistically significant, but quantitatively weaker. House price changes are linked with cross-border credit flows, current account deteriorations, and real exchange rate appreciations at all lead and lags, but with weak associations. The negative correlation between house prices and the current account balance, in particular, is consistent with the evidence previously reported in other studies (Aizenman and Jinjarak, 2009, Bernanke, 2010, Ferrero, 2012).
A similar picture emerges for emerging economies, with some important differences. Panel (b) of Figure 3 plots the same co-movements for EMs. In general, consistent with the evidence of lower persistence noted earlier, we can see that the associations in emerging economies have shorter leads and lags than in advanced economies. The link with GDP growth and equity price increases is very similar to that in advanced economies. But the link with consumption growth is weaker, especially in terms of lead coefficients. House price inflation seems to lead CPI inflation with the same timing of advanced economies. House prices also lead interest rate increases, but are followed by interest rate declines, perhaps reflecting the constraints on monetary policy originating in the external sector of the economy. Emerging markets exposed to strong capital inflows, in fact, might not be able to increase interest rates to cool their domestic economy without attracting more capital, or might have to lower them to stem exchange rate pressure.
Indeed, the connection between house price inflation and the external sector is qualitatively similar but quantitatively different in emerging markets. The association with cross-border credit and current account deteriorations, in particular, is stronger. At the same time, the association between house price inflation and real exchange rate appreciations is weaker and barely significant statistically. This suggests a stronger role for capital flows in EMs, also affecting monetary policy via its reaction to exchange rates.
Although we do not report the results, these co-movements are robust to dropping the period from 2007:Q1 to 2012:Q4 (which encompasses the global financial crisis), as well as starting the sample period in 1995 (like in the conditional analysis of the data below), or to dropping interpolated series from the analysis.
In the next section, we will investigate the causal relation between capital flows, house prices, and the macroeconomy by focusing on a particular component of these flows: cross-border bank lending. Cross-border bank flows are at the center of the policy and academic discussion on global funding conditions, often referred to as “global liquidity”. In this section we will briefly discuss the concept of global liquidity, how it is measured, its determinants, and its transmission mechanism to house prices and the rest of the economy so as to facilitate the identification of shocks to such a variable in our empirical model and the interpretation of the estimation results.
One of the characteristics of the international economic environment that preceded the global financial crisis is the large share of bank flows in total capital flows, originated by leveraged global banks and other financial institutions (e.g., Bruno and Shin, 2015). Although their share fell after the crisis with the deleveraging of the originating institutions (Shin, 2013, Ahmed, Curcuru, Warnock, and Zlate, 2014), this component of international capital flows remains closely associated with debt flows and international financial conditions more generally (Rey, 2013).
On this backdrop, the BIS (2011, 2013, 2014) and other policy institutions (see for instance a series of policy reports by the IMF) have started to monitor a board set of “global liquidity” indicators, including both price and quantity (stock and flow) measures. These indicators essentially aim at characterizing the international supply of credit, and hence financing conditions in international financial markets. The BIS banking statistics (Table 7a and 7b), in particular, permit to trace cross-border bank lending to the domestic bank sector, which is the main measure of global liquidity that we will use in our empirical analysis.13
Figure 4 plots bank-to-bank cross border lending deflated by the US CPI, both in levels and in year-on-year changes. To construct this measure we sum across all receiving countries the difference between Table 7a and Table 7b of the BIS locational statistics (BIS, 2011) and deflate it with the US CPI. According to this measure, global liquidity (GL) started to increase sharply at the beginning of the 2000s, to peak in 2007, after a long period of fluctuations around a constant level.14 After falling dramatically during the acute phase of the global financial crisis, it fluctuated around a more or less steady level, with a further decline in 2011 and 2012 in coincidence with the European crisis.
Figure 4 Global Liquidity. Foreign claims (loans and deposits, in all currencies) of all BIS reporting banks vis-a-vis the banking sector deflated by US consumer price inflation, aggregated by all receiving countries. The upper panel displays the stock in constant 2008:Q2 US Dollars; the lower panel displays the year-on-year rate of growth. Source: BIS Locational banking Statistics, Tables 7A and 7B.
If we frame global liquidity as “international supply of credit” or “global financing conditions” it is possible to link it to house prices and the broader macroeconomy in an intuitive way. The first link in the chain involves the relationship between cross-border bank flows and their global drivers. A number of variables have been found to drive cross-border bank flows.15 These include monetary policy of the main convertible currencies, banks’ willingness and ability to take on risk, as well as price and quantity measures of funding conditions.
Monetary policy indicators include the general level of interest rates and the slope of the yield curve. The latter is particularly important given the maturity transformation role of banks. Volatility in financial markets, usually proxied by the US VIX index of stock option price volatility, can quantify banks’ willingness to take on risk (see Bekaert, Hoerova, and Lo Duca, 2013). Bank leverage is perhaps the most important indicator of banks’ ability to extend credit (e.g., Bruno and Shin, 2015). The TED spread (the difference between short-term interbank lending and government bond rates at same maturities) can describe the funding conditions of global banks. The literature also pointed to changes in money aggregates, such as M2, as possibly reflecting banks’ access to wholesale deposits by the corporate sector. So, if we think about global liquidity as the international supply of credit, the drivers above can be thought of as vector of supply curve shifters (Cerutti, Claessens, and Ratnovski, 2014).
Next, is the link between the global credit supply and the current account. The current account balance is the excess of saving over investment, both of which are determined by households’ and firms’ resource allocation decisions. In the absence of credit constraints, these decisions are driven by real considerations, such as the real interest rate, income, and the marginal product of capital. The international supply of credit, at the margin, comes from economies with current account surpluses, while demand derives from those with deficits. An increase in the international supply of credit should therefore be associated with a swing into deficit of the receiving country’s current account balance. In addition, an increase in the international supply of credit should relax any pre-existing credit constraint, domestic or international.
Another set of linkages is with the exchange rate and interest rates. With an increase in the international supply of credit, one should in principle observe a fall in the price of these funds. In practice, while the exchange rate should appreciate in response to an increase in capital inflows, short-term interest rates might go in different directions. If market forces dominate, interest rates might fall in response to an increase in the supply of capital, possibly also reflecting lower default and credit risk. Interest rates could also fall if the central bank reacts to an exchange rate appreciation by loosening the monetary policy stance accordingly, the more so the stronger the commitment to the exchange rate and the degree of international capital mobility. However, if the central bank were to react to the increased level of economic activity and inflation triggered by the capital inflow by tightening its stance, interest rates could also increase. As a result, the response of short-term interest rates to a capital inflow shock will depend on which of these effects dominates.
The last link in the chain is between the international supply of credit and house prices. Abstracting from tax considerations and credit constraints, house prices depend on interest rates, price-to-rent ratios, and expected appreciation. Global liquidity can affect house prices via all these channels, lowering interest rates, inducing expected appreciation, and pushing up rents due to increased overall level of economic activity. In addition, a global liquidity shock may relax credit constraints directly or indirectly by increasing the value of collateral for domestic and international lending, enabling previously constrained households and financial intermediaries to increase their effective demand for housing. Note here that both house prices and the exchange rate can affect the value of collateral and therefore amplify an initial shock via the relaxation of a credit constraint.
In Sections III and IV we provided evidence that the unconditional volatility of real house price inflation and the correlation between house prices and capital flows is stronger in emerging markets than in advanced economies. In this section, we will condition the analysis on a particular shock to capital flows. To investigate the causal link from capital flows to house prices and the broader macroeconomy, we specify and estimate a panel-vector autoregression model (PVAR) that embeds both “pull” and “push” factors, as usually assumed in the capital flows literature (e.g., Calvo, Leiderman, and Reinhart, 1996). Next we identify a shock to a particular push factor, i.e. a shock to global liquidity defined as a shift in the international supply of credit. We then trace its impact on house prices, consumption, interest rates, the exchange rate and the current account. We now present the model that we use and then report the empirical results.
Empirical models of international capital flows typically include “push” (i.e., external) and “pull” (i.e., domestic) drivers. They are often expressed and summarized in terms of cross-country differences: interest rate differentials, growth differentials, as well as competitiveness measures reflecting differences in productivity and costs between the home and the foreign economy.
The PVAR model that we specify includes three external variables and three domestic variables. In addition to the measure of global liquidity discussed in the previous section, the external variables that we include are the real effective exchange rate and the current account to GDP. The real effective exchange rate is a measure of relative competitiveness that reflects movements in inflation rates, production costs, as well as nominal exchange rates of all trade partners. The current account is the gap between investments and savings, and hence also reflects the differences in investment opportunities at home and abroad. Both variables are affected by other domestic and external shocks, but we do not identify other shocks separately in our analysis.
The domestic variables that we include in our PVAR model are a real (ex-post) short-term interest rate, real private consumption, and real house prices. Real private consumption is the measure of economic activity that we focus on. House prices affect activity primarily through consumption and residential investments. As we do not have data on residential investments for all the emerging economies in our sample, an alternative specification would include both consumption and GDP. To keep the size of the VAR model as small as possible, we include only consumption. For the same reason, we do not include inflation and nominal interest rate separately. Thus, the real ex-post short-term interest rate is meant to reflect the monetary policy stance. A stabilizing monetary policy response should manifests itself with a change in the real interest rate. While real house prices are the focus of our analysis, they can be thought as the relative price of durable goods in the general equilibrium models with housing of Iacoviello (2005), Monacelli (2009), and Liu, Wang, and Zha (2013).
All real variables considered enter the VAR in log-levels, except the interest rate and the current account to GDP, which enter in levels. Following Sims, Stock, and Watson (1990), we estimate the VAR systems in levels without explicitly modeling the possible cointegration relations among them.16 But the specification is balanced, in the sense that all series have the same expected order of integration. In addition to a constant, we include a linear and a quadratic time trend to capture any long-term tendency in real consumption and house prices, and the exponential increase in global liquidity from 2001 to 2007 (Figure 4). Nonetheless, for robustness, we also estimate a specification in first differences with a constant and a linear trend.
The model is the same for all countries to avoid introducing differences in country responses due to different specifications, and because it would be difficult to find a perfectly data-congruent specification for all country in the sample. In particular, somewhat arbitrarily, but mindful of the shorter sample period for some of the emerging economies in the sample, we include two lags of each variable in every system.
To estimate the model, we use the mean group estimator of Pesaran and Smith (1995) and Pesaran, Smith, and Im (1996). This is because pooled estimators may be inconsistent in a dynamic panel data model with heterogeneous slope coefficient (i.e., slope coefficients that vary across countries).17 This technique involves estimating the VAR model above country-by-country, with ordinary least squares, and then taking simple averages of the impulse responses across countries.
One could also compute weighted averages, weighting by the inverse of the standard error of the individual estimate, or by the size of the unit in the cross-section, usually yielding similar results. Econometric theory suggests that the weights should not matter as the size of the cross-section increases (as long as no unit dominates). For reasons that we discuss below, we prefer to use equal weighting, censoring the impulse responses, rather than weighting with the size of the economy. As we will see, however, even censoring the estimates to eliminate the effects of outliers, has a negligible impact on the results.
The variance of the mean group estimator can be calculated by taking the cross-section variance of the point estimates (e.g., the variance across countries, for each time horizon, of the impulse response) and dividing it by (N – 1), where N is the number of countries. As Pesaran and Smith (1995) and Pesaran, Smith, and Im (1996) prove, this adjustment yields a consistent estimate of the true cross-section variance of the mean group estimate. If a country VAR has unstable roots or less than 30 observations, the country is dropped from the sample.
While the shock that we want to identify is a shift in the international supply of credit, empirically cross-border banking credit is affected by both demand and supply factors. Therefore we need a way to isolate an innovation to this variable that reflects shifts in the supply curve. In order to identify a global liquidity shock from these data, we take two steps.
First we attenuate the influence of country-specific factors by aggregating lending to all receiving countries in our sample like in Figure 4. As long as countries are not too large, innovations to these variables should not be contaminated by domestic shocks. Given this assumption, a global liquidity shock and associated impulse responses of all the other variables in the system can then be derived easily from the Cholesky decomposition of the variance covariance matrix of the estimated reduced-form residuals of each country-specific VAR, with global liquidity ordered first in the system. Note that this is equivalent to assuming that all the variation in the reduced-form residuals of the global liquidity equation are driven by external supply factors.
Second, to rule out that demand factors common among all countries in the sample, or that any particular country affects the aggregate measure, we also use the external instruments identification approach proposed by Stock and Watson (2012) and Mertens and Ravn (2013).18 This identification strategy (whose details are reported in Appendix C) uses standard instrumental variable techniques to isolate the variation of the VAR reduced-form residuals that are due to the structural shock of interest. In this way it is possible to identify the contemporaneous response of all endogenous variables in the VAR system to the shock of interest. To obtain the impulse responses at longer horizons, one can then simply simulate the VAR system forward as many steps as needed.
Consistent with the empirical literature on global liquidity discussed before, the candidate instruments that we consider are the US effective federal funds rate, the log difference of US M2, the log-level and the log-difference of US broker-dealers’ leverage, the slope of the US yield curve, the log-level and the log difference of the VIX, and the TED spread.19 The specific instruments used are then selected with a simple procedure that chooses the combination of variables (among all the possible combinations) that gives the highest F-Statistic in the first-stage regression. Focusing on global liquidity, therefore, allows us to specify a small VAR that embeds information on a wider set of global factors affecting the international financing conditions, which is an important modeling consideration.
Given that our set of instruments is made up of US variables, it is hard to isolate the “foreign” component of the shock to the US system. One possibility would be to take the residual rather than the fitted value of the first stage regression for this country. This should isolate, albeit crudely, the portion of the reduced-form residual of the global liquidity equation in the US VAR system that is orthogonal to the US drivers of global liquidity (i.e., movements in global bank-to-bank cross-border flows “pushed” by non-US conditions). However, recognizing that this is a rough way to treat the problem in the case of the US, we opt for excluding the US from the PVAR for the computation of the mean group estimate.20
The model is first estimated separately for all countries for which we have more than 30 observations, using quarterly data for the period 1995:Q4 to 2012:Q4. The choice of the starting date stems from the availability of the bank-to-bank data that we use to construct our global liquidity measure, which starts in 1995. Morocco and Serbia have very short house price series and current account to GDP series, respectively, and need to be dropped from the conditional analysis, leaving us with 31 emerging economies in the sample.
We then check the stability of the system and drop countries that display unstable dynamics. The countries dropped after this second step are Austria, Brazil, and Japan. This leaves us with 30 EMs and 21 AEs in the sample.
Equipped with the reduced-form residuals from the OLS estimation of the VAR system country-by-country, we can run the first stage regressions described by equation (C.6) in Appendix C. Table 2 summarizes the results. The R2 of these regressions are relatively low, but the F-statistics are reasonably high, especially taking into account that the procedure is applied to a large set of countries, averaging 0.05 and 3.7 for advanced economies and 0.06 and 3.7 for emerging economies, respectively.21 The coefficients of these regressions are not reported, but generally have the expected sign.
Table 2 Instrumental Variable Estimation – First-Stage Statistics
Note. Selected results from the first stage regression as in equation (C.6) in the appendix. For each country we report the R2 of the regression and the F-Statistics associated with the null hypothesis that all estimated coefficients are equal to zero.
We are now ready to discuss the impulse response functions to our global liquidity shock. We first look at impulse responses in which the shock is identified only with the first step discussed above, i.e. the Cholesky decomposition of the reduced-form residuals with global liquidity ordered first. We use a simple average of the country-specific estimates to construct the mean group estimates. We also censor the responses included in this average at the 10 percent level (5 percent each side) to eliminate the possible influence of any outlier on the averages.
Figure 5 reports these results for the typical (i.e., average) advanced and emerging economy —see panel (a) and panel (b), respectively. The dark and light shaded areas represent the 1 and 2 standard deviations confidence intervals, respectively. The dashed line is the uncensored impulse response function. In the typical advanced economy (panel (a) of Figure 5), both real consumption and house prices increase in response to the global liquidity shock in a statistically significant manner, but the effect is relatively short-lived, losing statistical significance within 5-6 quarters. Specifically, consumption and house prices peak at 0.06% and about 0.1% above their long-term levels within two-three quarters. The response of the short-term real interest rate is initially mute. It then increases slowly but steadily for 3-4 quarters tracking consumption and house prices, peaking at about 4 basis points above its long-term level. This is consistent with a monetary policy authority reacting to the acceleration of economic activity triggered by the capital inflows. But it could also reflect reverse causation from domestic monetary policy to capital inflows not adequately addressed by the first step of our identification strategy. The real effective exchange appreciates on impact, arguably driven by the nominal exchange rate, peaking at about 0.2% above its long-term level, and then reverts to its equilibrium level over time. The current account displays a delayed but persistent decline, with a deficit close to 0.05% of GDP at the trough of the response.
Figure 5 Global Liquidity Shock – Cholesky Identification. Censored impulse responses to a one percent shock to global liquidity in advanced and emerging economies, panel (a) and panel (b) respectively. The dark and light shaded areas are the one and two standard deviation confidence intervals. The dashed line reports the uncensored impulse responses.
The response of the typical emerging market economy to the same shock is qualitatively and quantitatively different (panel (b) of Figure 5). The peak responses of house prices and consumption are much stronger in emerging economies, about twice as large as in advanced economies. The interest rate response is initially negative, possibly reflecting the impact of the increased supply of credit or the desire of the monetary authority to avoid making the domestic currency even more attractive to foreign investors. It then increases gradually to the same level reached in advanced economies, reverting to its long-term level much more slowly. The exchange rate response is mute on impact, consistent with the lower degree of flexibility of the nominal exchange rate in this group of countries. But then it appreciates over time, peaking only slightly below its level in advanced economies. The current account balance displays a different boom-bust response. It first swings into a deficit twice as large as in advanced economies, and then reverts sharply into a sizable surplus.
By assuming that the reduced-form residual of the global liquidity equation is entirely driven by international supply factors, the Cholesky identification might distort its estimated effects. When we refine the identification strategy by instrumenting the residual of the global liquidity equation, we actually find remarkably similar impacts and, in a few cases, even stronger effects (panel (a) and (b) of Figure 6). The estimated impact of the shock on consumption in Figure 6, in particular, is twice as large than in Figure 5, in both advanced and emerging economies. Other variables’ responses are also now slightly stronger in advanced economies. In emerging economies, the interest response becomes even more negative and less precisely estimated reflecting the heterogeneity in the country sample. The current account swing into deficit is now much larger than in advanced economies. Similarly, emerging economies’ house price response is now 3 times larger than in advanced economies. These results are intuitive, as advanced economies are those for which domestic pull factors might invalidate the use of the Cholesky decomposition for the identification of our global liquidity shock.
Figure 6 Global Liquidity Shock – IV Identification. Censored impulse responses to a one percent shock to global liquidity in advanced and emerging economies, panel (a) and panel (b) respectively. The dark and light shaded areas are the one and two standard deviation confidence intervals. The dashed line reports the uncensored impulse responses.
To help appreciate the economic significance of these elasticities, note that a one percent increase in our global liquidity measure corresponds to an expansion in bank-to-bank real cross border lending of about US$115 billions after the global crisis (at constant 2008 prices), or approximately 0.15% of 2012 world GDP (at constant 2008 prices). Figure 6 suggests that an expansion of cross border credit of about 1% of world GDP can push up house prices by slightly less than 1% in AEs and more than 3% EMs. In emerging markets, consumption increases by about 1.5%, while the current account deteriorates to more than 1% of domestic GDP. We conclude from this back of the envelope calculation that the implied elasticities are economically sizable.
A battery of checks suggests that these estimation results are robust in several respects (results are reported in the extended appendix). In fact, we obtain similar results when we estimate the model in first differences, although without hump shaped responses. When we use the bilateral real exchange vis-a-vis the US dollar (instead of the real effective exchange rate), the response of the interest rate and the current account are somewhat different but overall they are consistent with the baseline results. The results are very similar when we use total cross-border banking flows (i.e., all instruments) to both banks and non-banks as an alternative measure of global liquidity. Finally, we find similar results also when we use disaggregated (i.e., country-specific) bank-to-bank cross border credit with both steps of the identification strategy outlined above. With the country-specific measure of global liquidity, however the precision of the estimates decreases, and some portions of the impulse response functions are more noisy and less clearly interpretable, but again the main results on consumption and house prices are preserved.
The evidence we reported in the previous sections shows that the unconditional correlation between capital flows and house prices is stronger in emerging markets than in advanced economies. Moreover, once we condition on a particular source of exogenous capital flow variation, consumption also becomes much more responsive to capital flows in emerging markets, consistent with the much higher volatility of both house prices and consumption in this group of countries. It is therefore natural to look for possible explanations or interpretations of these facts within our empirical framework.
One possibility is to check whether financial frictions, which should be expected to be tighter in emerging economies, play a different role in the two groups of economies. A crude, yet intuitive way to investigate the impact of financial frictions in our model involves closing the channel of transmission associated with them, and then looking at the counterfactual estimated responses of the same shock.
In models with borrowing constraints, the relative price of collateral is a source of amplification of regular business cycle shocks. In our empirical model there are two asset prices: house prices and the exchange rate. Both prices can be linked to frictions either in domestic or international financial contracting.22 So we can compare baseline impulse responses to the global liquidity shock with counterfactual ones in which either the house price or the exchange rate is kept at its unconditional mean value. The difference in the two sets of responses can provide some evidence on the amplification role of these asset prices via collateral constraints.
We compute the counterfactual impulse responses using the external instruments identification strategy.23Figure 7 plots the impulse responses when we close the house price channel. Figure 8 plots the impulse responses when we close the exchange rate channel. When we shut down the house price channel in advanced economies we have a slightly less persistent shock, accompanied by a faster reversal of consumption and the short-term interest rate to their long-term levels (panel (a) of Figure 7). This is consistent with house prices amplifying the transmission of global liquidity shock by boosting the value of housing collateral, thereby allowing for more domestic borrowing and higher consumption. short-term interest rates may be lower because of a weaker monetary policy response in the absence of amplification. The exchange rate and the current account have slightly smoother responses, but the differences relative to the baseline estimates are very small, suggesting a more limited role for international borrowing and associated frictions.
Figure 7 Global Liquidity Shock: Housing Channel – IV Identification. Censored impulse responses to a one percent shock to global liquidity in advanced and emerging economies, panel (a) and panel (b) respectively. Solid line is baseline; dashed line is obtained by keeping the house price at its unconditional mean value.
Figure 8 Global Liquidity Shock: Exchange Rate Channel – IV Identification. Censored impulse responses to a one percent shock to global liquidity in advanced and emerging economies, panel (a) and panel (b) respectively. Solid line is baseline; dashed line is obtained by keeping the exchange rate at its unconditional mean value.
In emerging economies (panel (b) of Figure 7), the dampening effect of closing the house price channel has a qualitatively similar, but quantitatively stronger impact, especially on the exchange rate and the current account. When we close the house price channel, consumption is lower during the first two years after the shock, but it is higher in the medium term. When the house price is held constant, the exchange rate and the current account display an even smoother response to the shock (with a smaller initial response and a faster reversion to long-run level in the medium term). This evidence suggests a possibly more important role for international borrowing and associated frictions in emerging markets.
When we close the house price channel in emerging economies, the response of the interest rate is marginally higher in the short-term and it is lower in the medium term.24 This is consistent with the smoother response of the rest of the system and it is different to what we see in advanced economies, where interest rates are lower when house prices are kept constant. In emerging markets, interest rates might be higher because of higher default risk when we keep the price of collateral constant. But our empirical model is not granular enough to allow us to evaluate this conjecture.
When we shut down the exchange rate channel we find other interesting differences between advanced and emerging economies. In advanced economies (panel (a) of Figure 8), the exchange rate seems to play a stabilizing role. Indeed, when we shut down the exchange rate channel, the consumption response is slightly higher, interest rates are higher, and house price bottom out at lower levels in advanced economies. This is consistent with a traditional expenditure-switching role of the exchange rate that helps absorbing the external global liquidity shock.
In contrast, in emerging economies (panel (a) of Figure 8), turning off the exchange rate channel dampens significantly the response of house prices and interest rates, and to a lesser extent also that of consumption and the current account. This evidence is consistent with the exchange rate appreciation relaxing the international borrowing capacity of the economy in response to the increased availability of external funding, contributing only indirectly to house price increases as opposed to directly (via an impact on the value of housing collateral) like in advanced economies.25
Overall, the evidence reported suggests that house prices can affect the transmission of a global liquidity shock in both groups of countries, but the mechanisms might be quite distinct. In the case of advanced economies, the main difference between the baseline and the counterfactual is the consumption response. This points to a simple housing collateral valuation effect in which house prices can expand the borrowing capacity of households. In emerging economies, house prices possibly work more through their impact on the exchange rate (which can, in turn, feedback onto house prices). Indeed, in emerging economies, the main difference between the base-line and the counterfactual estimates when we hold house prices constant is the exchange rate and the current account response. And when we close the exchange rate channel, we find that house prices are much more stable in this group of economies.
In this paper, we compare the behavior of house prices over the business cycle in advanced and emerging economies based on a new house price data set for 33 emerging markets. First, we compare unconditional moments over the period 1990-2012 as well as their cross-correlations with a small set of macroeconomic and financial variables. Next, we explore the transmission of a particular shock to capital flows, namely a shock to the international supply of credit, on house prices, consumption, the real exchange rate, and the current account. We identify this shock, which we label a “global liquidity” shock, by applying the external instrumental variable approach of Stock and Watson (2012) and Mertens and Ravn (2013) in a panel VAR model for both groups of countries. Finally we close two channels of transmission possibly associated with financial frictions and explore their relative importance in the transmission of our global liquidity shock.
We find that house prices in emerging economies grow faster, are much more volatile, less persistent, and less synchronized than in advanced economies. House prices in emerging economies also seem more closely associated with capital flows than in advanced economies. When we condition the analysis on our global liquidity shock, we find that in emerging markets both consumption and house prices respond much more to this shock than in advanced economies.
We also find that house prices amplify the response to global liquidity shocks in both advanced and emerging economies, but possibly through different mechanisms. In advanced economies, arguably by boosting the value of housing collateral and hence supporting household borrowing; in emerging markets, by generating a more appreciated exchange rate (and possibly a lower default risk), which in turn feeds back onto house prices and supports the international borrowing capacity of the economy.
Indeed, we find that when we hold the exchange rate constant the cycle becomes more volatile in advanced economies, while in emerging markets it is more stable. The exchange rate seems to have a traditional shock absorbing role in advanced economies and collateral valuation effect in emerging economies. Indeed, studying the interaction between house prices and the exchange rate in models with both domestic and international financial friction may be an interesting area of future research.
This appendix provides a description of the data used in the empirical analysis and on their sources. We consider 57 countries in our empirical analysis: 24 advanced economies (Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy, Japan, Luxembourg, Malta, Netherlands, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, UK, and US) and 33 emerging economies (Argentina, Brazil, Bulgaria, Chile, China, Colombia, Croatia, Czech Republic, Estonia, Hong Kong, Hungary, India, Indonesia, Israel, Korea, Latvia, Lithuania, Malaysia, Mexico, Morocco, Peru, Philippines, Poland, Russia, Serbia, Singapore, Slovakia, Slovenia, South Africa, Taiwan, Thailand, Ukraine, and Uruguay).
We collect data over the 1990:Q1 – 2012:Q4 (subject to data availability) for the following variables:
House prices. Nominal house prices deflated by consumer price inflation. Source: OECD house price database, BIS Residential property price statistics, Dallas FED International House Price Database, National Central Banks, National Statistical Offices, academic and policy publications. More details on the definitions and the sources are reported in Table A.1.
Total cross-border banking flows. Foreign claims (all instruments, in all currencies) of all BIS reporting banks vis-à-vis all sectors deflated by US consumer price inflation. Source: BIS.
Global liquidity. Foreign claims (loans and deposits, in all currencies) of all BIS reporting banks vis-à-vis the banking sector deflated by US consumer price inflation. Source: BIS.
GDP. Real index. Source: OECD, IMF IFS, Bloomberg.
Consumption. Real private final consumption index. Source: OECD, IMF, IFS, Bloomberg.
Consumer prices. Consumer price index. Source: OECD, IMF IFS, Bloomberg.
Short-term interest rates. Short-term nominal market rates. A real ex-post interest rate is obtained by subtracting consumer price inflation. Source: OECD, IMF, IFS, Bloomberg.
Equity prices. Equity price index deflated by consumer price inflation. Source: OECD, IMF IFS, Bloomberg.
Exchange rate vis-à-vis US dollar. US dollars per unit of domestic currency. A real exchange rate is obtained with US and domestic consumer price inflation. Source: Datastream.
Real effective exchange rate. Index (such that a decline of the index is a depreciation). Source: IMF IFS, BIS, Bloomberg.
Current account to GDP ratio. Current account balance divided by nominal GDP. Source: OECD, IMF IFS, Bloomberg.
Table A.1 House Price Data: Definitions and Sources
Note. See the extended appendix on the sources of house price series extended with historical data.
Table B.1 Summary Statistics 1990-2006
Note. Averages of country-specific statistics within group. All variables are in log-difference and seasonally adjusted. House prices and equity prices are deflated with CPI (also seasonally adjusted). Real private consumption and real GDP are from the national accounts. Sample period is 1990:Q1 – 2006:Q4
Table B.2 Summary Statistics 1990-2012 (No Interpolated Data)
Note. Averages of country-specific statistics within group. All variables are in log-difference and seasonally adjusted. House prices and equity prices are deflated with CPI (also seasonally adjusted). Real private consumption and real GDP are from the national accounts. Sample period is longest series available for house prices in 1990:Q1. House price series obtained from interpolation of annual data are dropped.
Table B.3 Summary Statistics 1995-2012
Note. Averages of country-specific statistics within group. All variables are in log-difference and seasonally adjusted. House prices and equity prices are deflated with CPI (also seasonally adjusted). Real private consumption and real GDP are from the national accounts. Sample period is longest series available for house prices in 1995:Q1.
Consider the following reduced form VAR (with only one lag and no constant or trend for simplicity):
where xt is a (m × 1) vector of endogenous variables; F is a (m × m) matrix of coefficients; and ut is a (m × 1) vector of residuals with variance-covariance matrix Σu. The objective is to recover the structural form of the above VAR, i.e.:
where A and B are (m × m) matrices of coefficients; and εt is an (m × 1) vector of structural residuals with variance-covariance matrix Σe = I. Note that the reduced form residuals are a linear combination of the structural residuals. Specifically, letting , we have that
.
If we partition the vector of endogenous variables xt as —where GLt is global liquidity and xp,t is the (m – 1 × 1) vector of remaining endogenous variables—we can re-write the reduced-form VAR as:
where f11 and are scalars; f12 and
are (1 × m – 1) vectors; f21 and
are (m – 1 × 1) vectors; f22 and
are (m – 1 × m – 1) matrices; and
and
are the structural residuals associated to global liquidity and the remaining endogenous variables, respectively
For the sake of argument, let’s assume that the structural matrix is known. Then, we would be able to compute the impulse response to a global liquidity shock. Specifically, the contemporaneous responses of GL and xp to a unit shock to εGL would be given by:
which, since the model is linear, can be normalized to:
Finally, the impulse response functions at longer horizons can be computed as:
Note that if we are interested in computing the impulse responses to the global liquidity shock only we do not need to know all the coefficients of , but rather only the elements of the first column of
, namely
.
We now consider the case of unknown. To achieve identification, we follow the external instrument identification approach pioneered by Stock and Watson (2012) and Mertens and Ravn (2013). Let uGL and
be the OLS estimates of the reduced form residuals in (C.1). Also, let Zt be a (z × 1) vector of instrumental variables that satisfy:
i.e., the instruments are correlated with the global liquidity shock (εGL) but are orthogonal to all the other domestic shocks (the elements of εxp). We can obtain consistent estimates of from the two-stage least squares regression of
using Zt as instruments. In other words, since the reduced form residuals of the global liquidity equation (
) are an imperfect measure of true structural shock (εGL), in the first stage we regress them on the set of instruments (Zt):
to construct the fitted values . Then we regress the reduced form residuals of the domestic equations (
) on the fitted values (
) to get a consistent estimate of the ratio
:
where note that is orthogonal to ζt under the assumption that
.
Finally, we can use the OLS estimates of the matrix F to compute the impulse response functions of all variables to a global liquidity shock using the formula in (C.5).
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1 This identification strategy uses instrumental variables to isolate the component of the VAR reduced-form residuals that are due to the structural shock of interest. Appendix C describes it in more detail.
2 Mexico and Morocco house price series are slightly shorter. We use data for these two countries only in the first, descriptive part of our analysis.
3 The data set is available at: https://sites.google.com/site/ambropo/ and https://sites.google.com/site/arebucci.
4 Appendix A provides details on the definitions and sources of the data.
5 This part of the analysis is not reported but is available from the authors on request.
6 The OECD house price database covers these countries since 1970. Very few emerging market series, however, starts in the 1970s or the 1980s.
7 We plot the level of all real house prices series in an extended appendix available on the authors’ web sites. All series are seasonally adjusted and then deflated with a country-specific CPI (also seasonally adjusted). The seasonal adjustment is performed on the quarterly growth rate of the nominal house price series using the X12 procedure with the additive option.
8 A summary of the definitions and sources of the other data series used is provided in Appendix A.
9 Country-specific results are reported in the extended appendix.
10 The pairwise correlation of a variable x in country i is the average of the contemporaneous correlation between xi and xj for all j. Synchronization can also be measured as the importance of the first principal component computed on all xi. Principal component analysis requires a balanced data set. In the case of an unbalanced panel, the pairwise correlation has the advantage of using the maximum amount of information available.
11 These results are consistent with those reported by Hirata, Kose, Otrok, and Terrones (2012) for AEs, and by Cesa-Bianchi (2013) for both AEs and EMs. Note however that both papers stress the increase in the co-movement over time.
12 The beginning of this global expansion is identifiable once we extend backward the same picture based on the same data for advanced economies and the few emerging markets indices that goes back sufficiently in time.
13 A second concept, sometime referred to as “official global liquidity”, is the sum of world international reserves (excluding gold) measured in US dollar, plus the US M0 deflated by the US CPI. This concept also captures ease of financing, but it quantifies “the funding that it is unconditionally available to settle claims through monetary authorities” (BIS, 2011) and hence it less directly impacts on house prices. As discussed by Matsumoto (2011), the concept of “private global liquidity” that we use can be seen as availability of funds for risky assets (measured by its corresponding quantity or price such as the risk premium), while “official global liquidity” is related to the availability of funds for safe assets.
14 This shift coincides with the burst of the “dotcom” equity bubble and the associated monetary policy response in the United States. House price inflation in advanced economies, however, had taken off about five year earlier, in the mid-1990s (see Figure 2).
15 For a discussion and an empirical analysis of their relative importance see BIS (2011) and Cerutti, Claessens, and Ratnovski (2014), respectively.
16 Sims, Stock, and Watson (1990) show that if cointegration among the variables exists, the system’s dynamics can be consistently estimated in a VAR in levels.
17 The literature that extends this estimation approach to PVAR models is surveyed by Coakley, Fuertes, and Smith (2006) and Canova and Ciccarelli (2013). Rebucci (2010) provides Monte Carlo evidence on the performance of this estimator relative to a fixed effect estimator and a simple instrumental variable estimator.
18 For recent applications of this identification strategy see also Gertler and Karadi (2015).
19 We enter leverage both in log-levels and log-differences following Bruno and Shin (2015). In the case of the VIX index, we found that entering both levels and first difference improves the performance of the first stage regressions.
20 Results including the US are very similar and available from the authors on request.
21 Note that the R2 are well below 0.1 also in the regressions of (see Cerutti, Claessens, and Ratnovski, 2014), who model this variable with a much larger set of co-variates.
22 See, for instance, Iacoviello (2005), Monacelli (2009), Liu, Wang, and Zha (2013), Bruno and Shin (2015), Cespedes, Chang, and Velasco (2012), and Gabaix and Maggiori (2014).
23 Counterfactuals computed with the Cholesky identification are reported in the extended appendix.
24 The short-term interest response is clearly higher than in the baseline estimate when we close the house price channel and use the Cholesky identification (see Figure 9 in the extended appendix).
25 Interestingly, this evidence is consistent with the findings of Cardarelli, Igan, and Rebucci (2008) and Calza, Monacelli, and Stracca (2013), who show that, within advanced economies, the more liberalized the domestic housing finance system, the stronger is the spillover from the housing sector to consumption and the rest of the economy.